
Semi-supervised Adversarial Learning to Generate Photorealistic
Face Images of New Identities from 3D Morphable Model

Baris Gecer, Binod Bhattarai, Josef Kittler, Tae-Kyun Kim
{b.gecer, b.bhattarai, tk.kim}@imperial.ac.uk, j.kittler@surrey.ac.uk

Abstract
• We propose a novel end-to-end adversarial

training framework to generate photorealistic
face images of new identities constrained by
synthetic 3DMM images with identity, pose,
illumination and expression diversity. The re-
sulting synthetic face images are visually plau-
sible and can be used to boost face recognition
as additional training data or any other graph-
ical purposes.

• We propose a novel semi-supervised adver-
sarial style transfer approach that trains an
inverse mapping network as a discriminator
with paired synthetic-real images.

• We employ a novel set-based loss function to
preserve consistency among unknown identi-
ties during GAN training.

Project page: https://github.com/barisgecer/facegan

Overview of the Proposed Framework

Figure 1: Our approach aims to synthesize photorealistic images (G(x)∈R̂) conditioned by a given synthetic image (x∈S) by 3DMM. It regularizes
cycle consistency [1] by introducing an additional adversarial game between the two generator networks (G,G′) in an unsupervised fashion. Thus
the under-constraint cycle loss is supervised to have correct matching between the two domains by a limited number of paired data (s∈PS , r ∈
PR). The generator is also encouraged to preserve face identity by a set-based supervision through a pretrained classification network (C).

Proposed Adversarial Identity Generation from 3DMM
• Synthetic images (x ∈ S) of new IDs are ren-

dered by sampling from a 3DMM with random
pose, expression and lighting attributes

• Unsupervised Domain Adaptation
– Cycle consistency for Syn. -> Real -> Syn.

Lcyc = Ex∈S‖G′(G(x))− x‖1

– Adversarial domain transfer by BEGAN
discriminators for Real and Syn.
LG = Ex∈S‖G(x)−DR(G(x))‖1
LG′ = Ex∈S‖G′(G(x))−DS(G

′(G(x)))‖1
LDR

= Ex∈S,y∈R‖y −DR(y)‖1 − kDR
t LG

LDS
= Ex∈S‖x−DS(x)‖1 − kDS

t LG′

• Set-based Identity Preservation
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• Adv. Pair Matching with modified BEGAN

– G′(R̂ → Ŝ) network functions as a pair-
matching discriminator supervising G net-
work to align the correlation distributions of
resulting synthetic pairs (x∈S,G(x)∈R̂) and
paired training data (s∈PS , r∈PR).
LDP

= Es∈PS ,r∈PR‖s−G′(r)‖1 − k
DP
t Lcyc

a: BEGAN [2] b: Adv. Pair Matching c: GAN-CLS [3]

Figure 2: Quality of 9 images of 3 identities during the training. Background plot shows the error by the proposed identity preservation layer over
the iterations. Notice the changes on the level of fine-details on the faces which is the main motivation of using set-based identity preservation.

Qualitative Results - GANFaces

Figure 3: Random samples from GANFaces dataset. Each row belongs
to same identity. Notice the variation in pose, expression and lighting.

Figure 4: Comparison to the state-of-the-art studies

Figure 5: Our model is capable of generating photorealistic images
preserving the pose and expression conditioned by the 3DMM input
images. Identity variation in vertical axis, normalized and mouth open
expression in left and right blocks and pose variation in horizontal axis.
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Figure 6: Distances of 1000 positive and 1000 negative pairs from three
different datasets (3DMM synthetic images, GANFaces, Oxford VGG)
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Figure 7: (Left) Number of images from VGG and GANFaces in the
experiments. (Middle) Acc. on the LFW with and without GANFaces.
(Right) TPRs on IJB-A verification task with and without GANFaces.
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2. Syntetic Training Data:
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